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Abstract

This paper describeshardware and software requirements
for the developmentof a gaze-contingentirtual reality sys-
temwhich incorporateseveral cuesto presenceThe users
gazedirection,aswell asheadpositionand orientation,are
tracked to allow dynamiclevel-of-detailchangedor render
ing. Userscan seethemseles, ratherthan representations
thereof,within blue-screenedirtual ervironments,andlim-
ited vestitularfeedbacks providedthrougha motionsimula-
tor. Theaestheti@ppearancef environmentss drivenby ad-
vancedgraphicalttechniquegi.e., radiosity) motivatedby the
goalof photorealisticepresentationf naturalscenesTaken
together the componentsdentifiedin this paperdescribea
platformsuitablefor developmentof avarietyof “smart” vir-
tual environments.

I ntroduction

Theextentto whichsubjectvetelepresencenhanceluman
performanceemainsundeterminedlargely dueto difficul-
tiesin deliveringandmeasuringvarying degreesof subjec-
tive presenceNeverthelessthe conjectureof enhanceger
formancehasbeensufficiently compellingto motivate re-
searchergo seekboth techniquedor providing subjectie
presenceandtechniquedor measuringt (Schloerb1995).
Of particularinterestare systemsfor operatortraining on
taskswheremistalescouldincur tremendougosts. Exam-
plesincludetele-inspectiorf highly radioactie sites(Geist
et al. 1997)or simulationof interplanetarysurfaceexplo-
ration.

Real-time traversal of photo-realistic, virtual ernviron-
mentswith augmenteduesto presencesuchasvestihilar,
haptic,and proprioceptve feedback remainsa challenging
task. Although numerousresearchertave provided solu-
tionsto componenproblems o our knowledgean integra-
tion of componensolutionsto provide anoperationatrain-
ing systemthat can meetsuch challengeshasnot yet oc-
curred.

The purposeof this paperis to describesucha system,
which hasbeenunderdevelopmentat ClemsonUniversity
for severalyears. Usergazedirections,aswell asheadpo-
sition and orientation,are tracked to allow dynamiclevel-
of-detail changedor rendering. The dynamic3D Point Of
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Regard (POR)is storedfor post-immersie examinationof
theusers overt spatio-temporalocusof attentionin theen-
vironment. Userscanseethemseles,ratherthanrepresen-
tationsthereof,within the virtual ervironmentsandlimited
vestitular feedbacks providedthrougha motionsimulator

Hardware Platform

Our primaryrenderingengineis adual-rack,dual-pipe SGI

Onyx2® InfiniteReality™ systemwith 8 rastermanagers
and8 MIPS® R10000™ processorseachwith 4Mb sec-
ondarycache! It is equippedwith 3Gb of main memory
and0.5Gbof texturememory

Multi-modal hardware componentsnclude a binocular
ISCAN eye tracker mountedwithin a Virtual Research/8
(high resolution)Head Mounted Display (HMD). The V8
HMD offers 640x480 resolutionper eye with separatdeft
andright eye feeds.HMD positionandorientationtracking
is providedby an Ascensior6 Degree-Of-FreedoneDOF)
Flock Of Birds (FOB), a d.c. electromagneticystemwith
a 10mslatengy. A 6DOF tracked, hand-heldmousepro-
videsthe userwith directionalmotioncontrol. TheHMD is
equippedwith headphonefor audiolocalization.

An rs232-controllednotion simulator poweredby com-
pressedair, provides brief bursts of accelerationtoward
specifiedattitudes. The simulatoris a single-persorseat
which allows up to 60 degreesof pitch androll control. The
seatpositionis controlledby thehostsystenthrougha serial
port. A snapshoof auser(authorMcAliley) engagedn VE
traversalis shavn in figure 1.

Eye Tracking

Interestin gaze-contingennterfacetechnique$asendured
since early implementationsof eye-slased flight simula-
tors and hassince permeatedsereral disciplinesincluding
human-computeinterfaces teleoperatoenvironments,and
visual communicationmodalities (Jacob1990; Starler &

Bolt 1990;Held & Durlach1993). The functionalbenefits
of eyetrackingfor human-computemulti-modalinterfaces,
andthe technicalbenefitsfor datacompressionhave been
recognizedbut the benefitshave yetto befully exploitedin

real-timetraversalof virtual ervironments.

1Sjlicon Graphics,Onyx2, InfiniteReality areregisteredtrade-
marksof Silicon Graphics/)nc.



Figurel: Userinterface

In our systema dedicated”C calculateghe PORIn real-
time (60Hz) from left andright video imagesof the users
pupils and IR cornealreflections(first Purkinje images).
Figure2 shavs a userwearingthe eye trackingHMD. Eye

Figure2: Eye TrackingHMD

imagescapturedby the camerascan be seenin two video
monitorsnearthe lower right of thefigure. Presentlyit ap-
pearsthat the binoculareye tracker coupledwith an HMD

capableof vergencemeasuremenin VR is the first of its
kind to beassembleih the United States Althoughbinocu-
lar eye trackersintegratedwith HMDs have previously been
proposed(Ohshima, Yamamoto,& Tamural996), no re-
ports of their actual constructionor operationhave been
found.

The calculationof vergencedependsn only therelative
positionsof the two eyesin the horizontalaxis. The pa-
rametersof interesthere are the three-dimensionavirtual
coordinates, Xg Yg Zg , which canbe determinedrom tra-
ditional stereogeometrycalculations. Figure 3 illustrates
the basicbinoculargeometry Helmettracking determines
bothhelmetpositionandthe (orthogonal)directionalandup
vectorswhich determineviewer-local coordinateshawvn in
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Figure3: BasicBinocularGeometry

the diagram. The helmetpositionis the origin, the helmet
directionalvectoris the optical (viewer-local ) axis,andthe
helmetup vectoris theviewerlocaly axis.

Given instantaneousegye tracked, viewer-local coordi-
natesx y; and X y; intheleft andrightimageplanesat
focal distancef alongtheviewer-local z axis,we candeter
mine viewer-local coordinatesf the gazepoint, xg yg Zg
as:

Xg SX X 2 yg sw ¥ 2 zg st (1)

wheres b x X b .Addingtheseto thehelmetposi-
tion asoffsetsalongtheviewer-local axes,we have thegaze
pointin virtual world coordinates.

The derived three-dimensionafjaze point senes as ei-
therareal-timeor a post-immersiordiagnosticindicator of
the users overt focus of attention. The collection of gaze
pointstaken over the courseof immersion,the users scan-
path, senesasa diagnostictool for post-immersie reason-
ing aboutthe users actionsin the ervironment. Figure 4
shavsausers 3D scanpatlin asimplevirtual ervironment?
In this casethe users taskwas simply to wanderaboutthe
roomandinspecthe“artwork” hangingonthevirtual walls.
In moretask-specifiernvironments e.g.,training, scanpath
informationcanbe usedto compareexpertsto novicesand
therebyevaluatethe effectsof training. As areal-timeinter-
facemodality, the point of gazeaddressesnprecisionand
ambiguity of the users viewpointin a virtual ervironment
by explicitly providing the 3D location of the users point
of regard. In our gaze-contingensystem,we areworking
towardsusingthereal-timegazevectorto dynamicallyalter
thelevel of detail of surfaceswith intricategeometrye.g.,a
virtual terrain.

Rendering

While theOnyx2 platformandits OpenGLprogrammingn-
terfaceprovide excellentgraphicsperformancethey do not

2Currentlythe scanpatitoordinatesrecloselycorrelatedwith
headlocation. We areworking towardsthe specificationof focal
anddisparityparametero give usclearerdepthinformationof the
gazepoint, dissociatinghe headpositionfrom the point of gaze.



Figure4: 3D Scanpathin a Virtual Ervironment

supporta global illumination model, and suchis essential
if we areto effect photo-realistiovirtual ervironments.The
constraintof real-timedisplayprecludesophisticatedreat-
mentof speculainformation,but it allows globalillumina-
tion effectsthroughthe ambientanddiffusecomponentsA
suitablerenderingequation,in termsof radiancejs thusof
theform

c Bm kHN™ 2

where B denotesradiosity (exiting irradiance),computed
througha classicaformulationof ernvironmentpatchinter

action, and the remainderis a layered,first-orderspecular
component,where N denotessurfacenormalandH is a

unit vectorhalfway betweerthe vectorpointingto thelight

source(spndthatpointingto theviewer’s eye position.

Radiosity Radiosity-basedlumination is a well-studied
topic. An excellent treatmentmay be found in (Cohen
& Wallace 1993). As first obsened by Heckbert and
Winget (Heckbert& Winget 1991), the classicalradiosity
equationcanberegardedassimply afinite elementsolution
of Kajiya'srenderingequation(Kajiya 1986)for the special
caseof Lambertiansurfaces. Every objectin an environ-
mentis specifiedin termsof discretepatchesTheradiosity
(exiting irradiance)of patchi, B;, is givenby:

A.
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whereE; = emissionof patchi, Fji = form factorfrom j to

i, Ay = areaof patchi, p; = reflectvity (bi-hemispherical
reflectance)pf patchi, andn = numberof discretepatches.
A matrix seriesformulation,

n
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1
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is particularlyusefulfor animplementatiorbasedn afinite
numberof lighting passes.

Radiosity-basedtechniques are essential for photo-
realistic representation®f interior ervironments where

higherorderillumination effectsare significant. Radiosity
techniquesprovide a view-independensolution for ambi-
entanddiffuseillumination, andthis allows real-timeenvi-

ronmenttraversal. A photograplof arealtestervironment
anda virtual replicathereof(from (Geistet al. 1997))are
shavn in figure 5.3 For exterior ervironments wherethere

Figure5: Real(left) andSynthetiqright) TestEnvironments

is limited needfor higherorderillumination effects,texture
mappingalonemay sufice.

Texture Mapping For interior surfacesthatareto betex-
turemappedtheradiositycomputatiormustreflectthetex-
ture's approximateeflectvity to otherpatchesWe useper
patchaveragesof the texturesfor this computation.At the
end of the radiosity preprocessingphase,when we attach
the texturesto the surfaces,we mustthen modify the ra-
diated patch colors so that the application of the texture
blendfunctionwill yield the correctresult. Thisamountso
replacingpatchexiting irradiancewith incidentirradiance,
Bi E pi

For exterior ervironmentswhereradiosity computations
areoftenunnecessaryominaltexturesmustoften be mod-
ified to include appropriateshadeving. Raytracingsim-
ple elevation maps producesshadev mapsthat can eas-
ily be blendedwith nominal texturesprior to application.
Mipmapping (multi-level texture mapping)is essentialto
avoid dynamicaliasing.

Glint Mapping An elementaryspecularcomponentcan
beaddedo surfacesexhibiting speculareflectionby atech-
niquewe termglint mapping. It is similar, in spirit, to en-

vironmentmapping(Blinn & Newell 1976). Specifically

to eachsurface/light-sourcepair we associatea glint map,
which is a simpletexture mapshaving a radially isotropic
cosinebrightnesgunction with maximumbrightnessat the

center coordinateg0,0). Upon usermotion, we find, for

eachsurfacevertex, the unit vector, H, halfway betweerthe

vectorto the light sourceandthatto the new eye position.
Eachvertex is storedwith a fixed pair of orthogonakurface
tangentvectorsandthe dot productof H with thesetangent
vectorgprovidesthetexturecoordinatesisedn attachinghe

glint mapto the surface. Notethatif thesedot productsare
bothzero,thenH is alignedwith the normalto the surface,
and so we shouldhave maximumspecularaddition, which

is exactly whatwe find attexture coordinate40,0).

SThereare visible differencesin theseimages: as explained
in (Geistet al. 1997),the virtual environmentwas createdauto-
maticallyfrom limited radiometricinformation.



Level of Detail For environmentscontainingsignificant
topological detail, suchas virtual terrains,renderingwith

multiple levelsof detail, wherethelevel is basedn userpo-

sition andgazedirection, is essentiato provide an accept-
able combinationof surfacedetail and framerate. Recent
work in this areahasbeenextensive. Particularly impres-
sive is Hoppes view-dependeniprogressie meshframe-
work (Hoppe1998),wherespatialcontinuity is maintained
throughstructuredesign,andtemporalcontinuity is main-
tainedby geomorphs.

Our approachis comparatiely simple, but still reason-
ably effective. A surfacewith significanttopologicaldetail
is representedsa quadrilateramesh whichis dividedinto
fixed-size(numberof vertices)sub-blocks. Renderingfor
level-of-detailis then carriedout on a persub-blockbasis.
Fromafully-detailedsurface,lower levels of resolutionare
constructedby remaoving half of the verticesin eachdirec-
tion andassigningnew vertex values. The new valuesare
averagesof the higherresolutionvalues. Resolutionlevel
is choserper sub-block,andit is basedon viewer distance.
Theresolutiorlevelis notdiscreteijt is interpolateetween
the pre-computedliscretelevelsto avoid “popping” effects.

Techniquesfor incorporating additional attenuationof
resolution basedon gaze,areunderdevelopment.Herewe
mustmeasuralistancerom thecentralgazeray of theview
volume.Peripheralisionis particularlysensitve to motion,
sothisadditionalattenuatiorof resolutionmustbelimited to
high-level surfacedetail.

In figure 6 we shov a snapshofrom atraversalof a syn-
theticMartianterrain.In figure7 we shav thecorresponding

Figure6: SyntheticMartianTerrain

wireframeimage.Therockswererenderedy bill-boarding,
i.e., imagesof rocks from the Pathfindermissionto Mars
(see: http://mars.jpl.nasa.gov ) were renderedonto 2D
transparenplanesthat rotateto maintainan orientationor-
thogonaitto the viewer.

Feedback

Themostohvious,andyet mostoverlooked,cueto presence
is the simple ability to seeoneselfwithin the ervironment

Figure7: Wireframefor SyntheticTerrain

(proprioceptve feedback). Thosesystemsthat do provide
someimage of the usertypically rendera stylized arm or
handoverwhichtheuserhassomecontrol,possiblythrough
magneticor infraredtrackingof theusersrealarmor hand.

In (Slater1997), Slaternotesthat immersionrequiresa
self-representatiom the VE—the Virtual Body (VB). The
VB is bothpartof thepercevedenvironment,andrepresents
the beingthatis doing the perceving. Formal experiments
to testthistypeof proprioceptverequiremenfor immersion
have not yet beenconductedor arejust beginning. Never-
thelesswe conjecturethatthe inclusionof a naturalimage
of ones selfwill leadto a significantperformanceenhance-
menton a numberof tasks.

In an award-winningpaper(Van Pernis1999), Van Per
nis describeda simpletechniqueto achieve this inclusionof
a self-image. A forward-facingcamerais mountedon the
HMD andis attachedto a video capturecard. The users
physicalenvironmentis thendrapedn blue-screematerial
anda chroma-ley extractionis performedon non-bluepix-
elsfrom the cameramagestream. The extractedstreamis
then alpha-blendedvith the contentsof the frame buffers
containingvirtual images.Thusthe userliterally seeshim-
self or herselfstandingor sitting in the virtual ervironment.
No registrationof the “digital self’ in the VE is performed.
However, whena Flock Of Birds recever is held or other
wise attachedto the users hand, the useris ableto natu-
rally manipulatevirtual objects.Theinteractionprecisionis
limited by the relatively coarsegranularityprovided by the
singleFOB recever.

Although asyet we have madeno attemptto provide for
virtual occlusion(e.g.moving arealhandbehindanopaque
virtual object) the effects are fairly dramatic. A snapshot
of arealusers handengagedn sculptinga virtual NURBS
surfaceis shavn in figure 8.

Of all cuesto presenceyestitular and haptic feedback
areprobablythe mostdifficult to achieve. Althoughmecha-
nismshave beenbuilt, their succes$asbeenlimited to ex-
tremelynarrav problemdomainsg.g.,ruddermanipulation
on aircraft. Neverthelesswithin our virtual environments



Figure8: A RealHandin aVirtual Environment(VanPernis
1999)

we facethe problemof meta-motion:usersare restricted,
by magneticfield radiusandhelmetcord length,to a phys-
ical radiusof approximately6 feet. Our original solution
to this problemwasto provide a secondhand-heldtracked
device thatcouldbeusedto indicatedesireddirection/speed
for virtual flight within the virtual ervironment. The effects
of physicalmotion during virtual flight were additive, but
virtual flight with feetfirmly plantedon thelaboratoryfloor
wasnot arealisticexperiencefor mostusers.

As shown in figure 1, we now usean rs232-controlled
motion simulator that is powered by compressed-aiand
provides brief bursts of accelerationtoward specifiedatti-
tudes. In additionto providing the simulatedacceleration,
the mechanisnremovesthe laboratoryfloor as a point of
referencdor theuser andwe conjecturehatthis alonecon-
tributessignificantlyto immersion.

Conclusions

We have describedan operationalplatform for real-time
traversalof photo-realisticvirtual ervironments. The plat-
form is basedon high-endgraphicsenginesandan electro-
magneticallytracked,binocularhelmetequippedwith infra-
red eye trackingcapability Renderingsoftwareincludesan
integratedapproacho radiosity texture mapping,andglint
mappingto realizeanillumination modelof the form given
in equation(2). Tracking software delivers helmet posi-
tion andorientationin real-time,which canbe useddirectly
to provide updatedimagesto the screensgn the binocular
HMD.

Usergazedirectionis trackedin real-time,andwe arein
the procesof integratingthis trackinginformationwith the
helmettracking,asdescribedn section3, to provide gaze-
contingentevel of detailin rendering.

Userscanseethemselesin virtual ervironmentsby use
of a forward-facingcameraand a blue-drapeof the phys-
ical ervironment, and motion is simulatedby use of a
compressed-apowered,single-useseat.

Unfortunately althoughwe have developedan extensie

capabilityto deliver sensorycuesto effect immersionand
presencethereis little evidenceto point to which cuesare
necessaryr sufficient to accomplishthis task. Controlled
studiesof humanperformancean the presenceof differing
collectionsof suchcuesare crucial to the future develop-
mentof VR technologyandsuchstudiesarelong overdue.
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