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Abstract

In this paper, weshow how different elements of awareness
information in groupwaresystemscan be defined in terms of
conveyingattentivestates of the participants. Differekinds of
awareness are distinguished: at macro- raiuto-level, the latter
consisting of workspace awareness and conversational awareness.
We summarize the functional elementsnatro-level awareness,
organizing them hierarchically in terms of their relation to the
attention of participants. We furthetiscuss how groupware
systemscan capture and represent awareness by means of
attention-based metaphors, agive an example of avirtual
meetingroom in which the gaze direction of the participants is
conveyed by means of modern ‘imaging’ eyetracking technology.

Introduction

Groupware and videoconferenciagstemsallow groups ofpeople to collaborate ammbmmunicate
synchronously andhteractively while atdifferent locations. Currensystemsallow participants to
interact by means of audio and video, allowing them to hear anebshether. However, arather low
level of acceptance oduch systems [LORmplies that importanaspects of human communication
are notsupported in contrast tiheir presence in face-to-face interaction;particular, we feel that
people need to be betwvarewho is talking to whom and about what [VER].

Structuring Awareness

We feel it is time to start organizing different aspects of awareness iatoadtical frameworkThis

in an attempt to put a hold on the proliferation of terms indicating similar cor{geptsally, we will

suggest new jargon in an attempt to get rid of the old), and the habit of defining awareness in terms of
the GUI widgets which constitute it. Hopefullguch aframeworkwill make it easiefor human
factors designers to structuratiigvelopawarenesgunctionality within their application framework.

We will attempt to put some functional elements which we consider important into a framework based
on the definition of awareness (within the realmsghchronousinteractive systems) interms of
conveying the attention afthers. Atwo level split is consideredmacro-levelawareness dealingith

aspects of the world outsidevatual meeting,and micro-level awareness dealingith awareness
aspects of airtual meeting. Wewill then concentrate omicro-level awareness which ifs turn is

divided into workspace and conversational awareness.

Awareness: Towards Conveying Joint Attention States

We propose taefine elements of awareness in terms oftithe andplace of the attention of other
participants. Thus, we cdook at awareness in communication and collabordian pitch the term
communilaboratiorfor the intersection of these two) in terms of a network of joint atteistiates.
Once awareness is modeled in termsatientive states of the participants, we cattempt to
systematically capture and explicitly represent tlagmtivestates in order tprovide comprehensive
awareness information. Befokliscussing a possiblmapping of attentive stateswith awareness



information, we wouldirst like to narrowour focus by definingomplementaryevels ofawareness
information.

Macro-level Awareness

Macro-level awareness aferms of awareness whictltonvey background information about the
activities ofothers prior to or outside ofraeeting. This relates tmformal awarenes§GRE] and

general awarenesgsAV]. Both are defined as...the generalsense ofwho is around andwvhat
othersare upto”. Who isavailablefor a meeting, what willthe meeting be aboutyhere,why and
whenwill it take placeandwhat tools will be used? Most of thisnformation is rather discrete by
nature. Often, small, low-frequency imagB®U] or activity indicators[GRE] can beused to sense

the availability of persons for communilaboration. In this paper, however, we would like to concentrate
on a relatively neglected issue of micro-level awareness and how it can be constituted by representing
the attention of others.

Micro-level Awareness: Conversation and Workspace

Micro-level awareness aferms of awareness whiclgive online information about thactivities of
others duringthe meeting itselfThis relates tahe concept ofFocusedCollaboration Awareness
discussed byGaver [GAV]. Micro-level awarenesssually has anore continuous nature than its
macro-levelcounterpart. ltconsists oftwo categories:Conversational awarenesand Workspace
awarenessConversational awareness contains information albatis communicatingvith whom,
workspace awareness contains information about who is workinghat Both imply a notion of
space: in order to constitute these formawéareness, oneeeds to knowvhere‘who’ is andwhere
‘what’ is. Together, thegan provide information about who is talking to whom alvaust (e.g., by
way of deictic references - see [BAL], [VE1]).

Elements of Micro-level Awareness in Communilaboration

Gutwin and Greenberg [GUT] propose a framework for workspace awareness according to a number
of elements that play a role in this form of awareness. For each element, they consider the mechanisms
people use to gather awareness information. Wave adapted their framework to include
conversational awareness, adding the elefenple(refer toTable1). We alsodefined the different
elements in terms of their relation to thtentivestates of others. We define attentivestate as a
description ofsomeone’s focus odttentionduring anactivity. At a syntacticallevel this involves
describing the spatial and temporal propertiesaheone’s(visual) attention, at a semantidalel

which actions, objects or people someone is attending to.

For each element ofvorkspace awareness, Gutwin daceenbergive their functionality by listing
guestions that participants mighgk themselvesluring sharedctivities. In Table 1, welid the same
for conversational awarenesSome element$iave shared functionality betweenworkspace and
conversational awareness. These are represented in joint cells.



Attentive State | Elements Functionality
Workspace Awareness | Conversational Awarenesg
Locus of Attention Location | Where are they working? Where are the people they
(Spatia) communicate with?
Syntax Attention Span Presence Who is participating?
(Tempora) Activity [ How actively are they How actively are they

working? communicating?

9 Attending to Objecty  Objects What object are they using or referring to?

= | Entit . . .

= 4 Attending to Peoplel  People Whom do they work or communicate with?

S

g Action | Attending to Actions|  Action What action are they performing or referring to?

Attention Range Extents What can they see? What channels can they uge?
Abilities | What can they do? Whom can they communicate
with?
Pragmatics Influence | Where can they make Where can they be?
changes?
Future Attention Intention | What will they do next? | Whom will they communicate
(them) with next?
Expectationd What do they need me to ddVho wants to communicate
(me) next? with me next?

Table 1.0rganizing elements of micro-level awareness according to attentive state.

Our model is hierarchically organized in thréevels: the syntax, semantics and pragmatics of
conveying awareness information in termsattentive states.Each category ofttentive state is
attributed to one of thedevels,andeach element awareness is attributed to a categoratténtive
state.

At the syntax level there aretwo categories, théasic building blocks obur model. Locus of
Attentiondescribes the spatial aspects of attention, vittkention Spaescribes the temporal aspects

of attention.All higher-level categories iour model can beexpressed in terms of thespace/time
coordinates. Thaeext, semantical leve| is functionally themost importantUsers shouldlways be

aware what actions, objects and people other participants are attending to [RAE]. It is subdivided into
entity andaction. Entity identifies which objects grersons userare attending to at given time.

Action describes how this relationship varies over time. Thus, actions are described by the dynamics of
attending to entities.

Categories at thpragmatics level heuristically describe expectations about the spatiatengoral
behavior of others based on thkistory of attending to actions, objecid peopleAttention Range
relates to expectations in the spatial domaihile Future Attentionrelates to expectations in the
temporal domain. Someone&iétention Rangean be described by the spatial range of thistory of
attention to actions, objectsd people, i.e., thepace occupied by their behaviSBomeone’suture
Attentioncan be described by the rhythms of thshavior,based on a history @witching attention
between actions, objects and people (turntaking behavior).

The present frameworkhould be seen as antline of anew design languagdor conveying
awareness in groupwasystems. Ousyntax, semantics and pragmatics kexels of this language,
not of theactual communicatioprocess. Such mnguagewill also be of use irthe analysis of
existing task situations. By monitorintipe participant’s locus ofattention—thesyntax of our
language—one can determivwhich objectqor other participants) they are attenditag in order to
make higher-level inferences about the semantics and pragmatics of their (joint) activities,\shah as
actions they actually perform.



Conveying Awareness

Communicating awareness means that groupwgstems should bable to collectawareness
information on the input side and represent it on the output side.

Collecting Awareness Information

On the inputside, thesuggestedrameworkfor representingawareness as conveying the attention of
others shouldnake it easiefor designers teystematically decide whicimput data tocollect from
participantsMuch of thisinformation can be collected in @mplicit fashion and in terms ddpatial
and temporal measures: How long and where is someone looking?; How long and where has someone
been movindhis input device? Animportant consideration ithat much ofthis informationcan be
captured by monitoring existing inpdevices: mouse, cameranjcrophone etc. An important new
complement to such measures is the useyefmovemeninformation. Although at the momeastich
technology is not yetised forgeneric input purposes, thimay well change in the near future.
Capturing the actual focus and span of visual attention by means of an eyetsgskamg provides a
relatively directmeans of capturing awareness information about participants’ relatioastioos,
objects and people [VE2Moreover,first experiments demonstratdtht an explicit visualization of
attentive states of partners improvesommunilaborationin constructive problem solvingasks
involving experts and novices [VE1].

Visual Representation of Awareness Information

Since most peoplare expertsvhen it comes to face-to-fa@@mmunication, itseems reasonable to
represent awarenesssing metaphors loosely based tate-to-face interaction. Thisvay, the
possibility of misinterpretations of these representatiomsingnized. Each element @fwareness as
listed in Table 1 should therefore have a representafithna meaningful correlation to a face-to-face
situation. In a virtual meeting room, this might be accomplished as follows:

» Conversational awarenesszach participant can be represented Ipgesonification a functional
model of a participant. The personificatioansists of dile showing anmage of the participant,
which may be ghotograph or a motiomideo image. Acolored frame isused as aneans of
associating personificationwith owned objects in ashared workspaceThe orientation of
personifications, placed within a 3D scene, canubed toconvey the gaze direction of the
participants in a meaningful way [VER].

» Workspace awarenessAll participants’ personificationare placedaround atable in the 3D
scene. Thigablerepresents a shared workspacendrich they can placshared objectsuch as
documents Each participant’'sattention withinthis workspacecan be represented Hightspots
projected within the shared workspace according to the personification’s orientation. Lightspots are
associatedvith personifications by means of color coding. Thisiner's helmet” metaphor can
also be used toonvey thelocus ofvisual attentionduring document editingWhen a shared
document is openetightspots appeawithin the document, conveying where each participant is
working. Temporal patterns afamsizesdirectly afford awareness attributssich aslevel of
activity and range of activity. Note that personifications can also contribute to workspace awareness
since they can be rotated in such a way that they appear to look at a location on the table.



Attentive State Elements | Workspace Awareness | Conversational Awarenesg
Locus of Attention | Location Location of the lightspots | Orientation of personification
(Spatia) on objects
Syntax Attention Span Presence Dynamics of the lightspoty Dynamics of orientation
(Tempora) Activity
Attending to Objects| Objects Position of objects; Orientation towards objects
Position of lightspots on
n objects
= Entit
< nuty Attending to People | People Joint lightspot positions | Position of personifications;
GE) Joint orientation towards anOrientation towards other
) object personifications
Action | Attending to Actions| Actions Dynamics of attending to | Dynamics of attending to peogle
objects
Attention Range Extents, Spatial patterns in the Spatial patterns in the dynamig¢s
Abilities & dynamics of attending to | of attending to people
. Influence objects
Pragmatics
Future Attention Intention & | Temporal patterns in the | Temporal patterns in the
Expectations | dynamics of attending to | dynamics of attending to people
objects

Table 2.Representing elements of micro-level awareness according to attentive state.

Table 2showshow thesuggested representatiomgy provideanswers to thguestions inTable 1.

The orientation of the personification and the location of the corresponding lightspot (i.e. the lightspot

with the same color as the personificatia@gnvey the spatiadspects osomeone’svisual attention.
From the movements of the personifications and the lightspots, people caheseer theipartners

are actually presennd if so, howactively they are working and communicating. These spatial and

temporal aspects of awarengssvide valuablecues for inferringattentivestates at thesemantical
level. People working together on an objéetvetheir personification rotated towards the location of
this object and theitightspotshoveringaroundthe object.When someone is speakingth other
people, hewill look ateach of thenirom time to time [ARG],causing hispersonification to orient
toward them. Actions can be inferrdttoughthe dynamidnteractive behavior olightspots, objects
and personificationgAttention Rangeand FutureAttention can benferred throughthe spatial and
temporal patterns found in a history of such behavior.

Recapitulating, weonfined ourselves to representing explicibigly the spatial aspects attentive
states at theyntax ancentity levels (atny given moment in time)All higher-level inferences about
these representations dedt to the user’s interpretation. Thisloes notmean thatour framework
would not allow explicit representation of higher-leveilitentive states. Forexample, one could
implement Attention Range explicitly by translucently colonpagts of spac&hereusershavedone
things. However, byusing attention-based metaphors modeled a@eeryday communication, we
choose to structure the visual representation of awareness informatiomipliai fashion, providing
more or less natural affordances. Within conversational awareness, for example, gaze dinestidn is
as a direct metaphor to convey interéstus andintention duringmediated communication. We
experimentedvith its use invideo mediated collaboratiomnd we demonstrated how still images
conveying gaze direction improved conversational awareméssespect to full-motiorvideo [VER;
VOZ2]. Although our empirical findings are inconclusive inthis respect, westrongly feel a
representation of gaze direction can ease turntaking, particularly in large groups.



Applying the Framework: The GAZE Groupware System

With recent advances ihard- and software ihasbecomepossible tocreate multiplatformshared
virtual meetingrooms supportingudio conferencing supplementedh micro-level awareness. We
developed grototype of such a systefMhe GAZE Groupware System) based on desk-mounted
eyetracking technology and VRMR.0. This Virtual Reality Modeling Language[SGI] allows
interactive 3D scenes to be explored over the Internet with a standard multiplatform browser.

..-jr- Netscape - [GAZE Conferencing System]
File Edit “iew Go Bookmarks Options Directory  Window Help

Ej | ||fi|e:doc:1 bt

D I a : In groupware systems,
| ‘ ; awareness can be conveved by
. reprezenting the participants’
visua_l dfteribion. [n this paper,

they could be ernbedded ina
user interface by.maans of a
wirtual meeting roond, We
distinguish twe kindsiof
awareness: mact-level and
micro-level awareness. The
latter consists of workspace
awareness and conversational
awareness, which' functionality
we atternpt to organize in a

=@l |Document: Done &9
Figure 1. The GAZE virtual meeting room.

Figure 1 shows a typical participant’s view during a four-pesmnmunilaboratiorusingthe GAZE
Groupware System. The left part of thizsagecontains a 3D scene showing a rowith a table and

the participants’ personifications around it. Each personification consists of a simple 2D picture (or, in
future versions, dive video image) whichrotates in 3D space according wdere their participant
looks.

On thetable, adocument is placedith two lightspots onit. The lightspots belong tdhe persons
sitting on the left- and right-hand side (and shheesame color as their personificatinsdicating
that their visual attention isonfined to this documenSimilarly, their personifications ardilted

towards the documentWhen aparticipantopensthe document on th&ble, it isdownloaded and
displayed in the right part dfis screenHere,lightspotsindicate the location of otheyarticipants’
visual attentionwithin the document, providing a noncommand interf@¢=] which allows easy
referencing of sectioAg'What do you think othis bit?’).

The system determinethe location of theuser’s on-screenvisual attention bymeans of an LC
TechnologiesEyegazeeyetracker [LCT]. This way, the user’s locus of attention is known, and can be
displayed on the othgrarticipants’ screen®lthough current desk-mounted eyetracking technology

1 Our coding scheme should beealundanbne. We mighthavegottenawaywith it hadthis publicationappeared in
color.

2 We realize there are privacy concerns. At i@ment, our only solution is to give continudiesdbackaboutone’s
own lightspot, so that useese awargheir point ofgaze isbeing transmitted. Warenot surethis is anappropriate
solution.



still puts some restraints othe participant’'s headmovements, westrongly feel that current
developments are leading towards eyetracking technology which is inexpensiataipdransparent
in use. As we are coming closer to understanding the relatiobpstjeendynamics of gazéehavior

and the ongoing distribution of attention in its different forms [VE3], weopsanthe way to a whole
generation of attention-based technologies.

Informal sessions with several hundmealiice users allCM Expo 1997indicated thabur approach

to awareness representation in a mediatedem seems to be a promising one. Musticipants

seemed to easily interpret the awareness information provided in terms of attention-based metaphors.
The underlying eyetracking technology was, in many casespletelytransparent to the participants.

We were surprised ourselves by the powerful presence effect generated by the rotation of
personifications according to the locus of visual attentibore interestingly,this effect wasachieved

without the use of live video images (see [VER; VO2] for a more comgisteission). This is aery

crude example of how attention-based internet services could actually lead to more wgdiroél
available network resources. In the foreseeable future, flexible use of bandwidth based on heuristics of
the visual attention of individual users will become a reality [VO1].

Conclusions

In this paper, wehaveshownhow many of the interpersonal awareness featuresymthronous
interactive communilaboratioparticularlythose on amicro-level,can be described in terms of our
attentivestate modelOur model allows groupwareesigners taconceptualize in a more structured
way the kinds of awareness features they need to convey. It providesyaof thinking about
capturing awareness informatiarsing direct yet transparent means and representingcrioss
modalities using attention-based affordances. Our model is by no exansstive or complete. We
consider it a simple reference framewonkich can be applied to wide variety of situated
communilaboration. As for owapplication, the GAZEsroupware System, we demonstrated how our
framework may lead to improved awarenésatures withoutrequiring anyexplicit additional input
from the participants. The system not oslyowshow careful modeling of awareness featureght
improve distributed communilaboration, but also how it could lead to a more effiserdfnetwork
resources. Wéeel attention-based groupwasgstemshavethe potential of becoming an important
and generic awareness supplement to multiparty speech commun@agidelephonesystems and
internet alike.
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